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Developing an aligned multilingual database

Abstract
This paper illustrates the MultiwordNet project, aimedpaiducing an Italian WordNet strongly
aligned with the Princeton WordNet. The main conceptual differencegséetive MultiWwordNet and
the EuroWordNet conceptual models are presented first. Thenutematic procedures capable of
speeding up the work of lexicographers are described. Finallgivwesome details about the adopted
data model and we present a graphical user interface thabecaised to browse and update the
aligned database.

1 Introduction

MultiwordNet is an on-going project at ITC-irst aiming at prodgcan Italian WordNet
strictly aligned with Princeton WordNet (PWN), see Fellbad®98). In its first version, it
contains around 37,000 Italian words organized into some 28,000 synsets, albng wi
information about the correspondence between Italian and English (P3yihets.
MultiwordNet adopts a methodological framework distinct from EuroWordNet.

There are at least two models for building a multilingual wordhiet first model, adopted
within the EuroWordNet project, consists of building language speacifardnets
independently from each other, trying in a second phase to find poncences between
them (Vossen, 1998). The second model, adopted within MultiwordNet (MVBN3jsts of
building language specific wordnets keeping as much as possilibe skimantic relations
available in the Princeton WordNet (PWN). This is done by buildingnthe synsets in
correspondence with the PWN synsets, whenever possible, and impertiagt relations
from the corresponding English synsets; i.e., we assume thatdfareetwo synsets in PWN
and a relation holding between them, the same relation holds betheeawortesponding
synsets in the new language.

According to Vossen (1996), the MWN model (or “expand model” in his Weeksms less
complex and guarantees the highest degree of compatibildgsadifferent wordnets. To see
this, consider that building any wordnet necessarily impliesgeInumber of subjective (and
guestionable) decisions. Thus, if two wordnets are built independentlyvéodifferent
languages, they will exhibit differences which depend onlygbrton divergences between
the languages. Some non trivial structural discrepancies rwithat depend on subjective
decisions or different building criteria. The MWN model minimitiesse discrepancies by
strictly adhering to the PWN building criteria and subjective choices.

The MWN model also has potential drawbacks. The most serious tis&tiof forcing “an
excessive dependency on the lexical and conceptual structure offcaihe languages
involved”, as Vossen (1996) points out. This risk can be considerably cetycallowing
the new wordnet to diverge, when necessary, from the PWN. Notet fleastone wordnet
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within the EuroWordNet project, Spanish WordNet, is built following ‘#vepand model”
(Atserias et al., 1997).

2 Automatic proceduresin the construction of MultiWor dNet

Another important advantage of the MWN model is that automatic guoes can be devised
to speed up both the construction of corresponding synsets and the detedii@rgences
between PWN and the wordnet being built. In all these proceduresiB&ftan be used as
a useful resource.

The construction of Italian WordNet, which is the first instaiaof the MWN model so
far, is crucially based on two automatic procedures. Theidirstlled theAssign-procedure
Given an lItalian word sense, the procedure selects a weigtedflithe most likely
corresponding PWN synsets. This list is then used by lexicograpgb actually build the
Italian synsets. The second procedure supports the detectexical gaps(LG-procedure),
which are cases when a lexical concept of a language is segriggsough a free combination
of words in another language (see below, Sect. 2.2).

Both these procedures use, as a crucial linguistic resolmeesléctronic version of the
Collins bilingual dictionary. The bilingual Collins is a mediumesidictionary, including
40,959 headwords and 60,901 translation groupgshe English section, and 32,602
headwords and 46,545 translation groups in the Italian sectiotraBsiation group(TGR)
we mean a group dfanslation equivalent¢TES) translating one of the senses of a source
language word. In bilingual dictionaries, TGRs are usually seplkbgtsemicolons. We take
them as the relevant sense unit as they correspond to WordNes. skenslee following
examplewoodhas 5 TGRs as a noun, and 2 TGRs as an adjective:

wood [wUd] 1. n a. (material) legno; (timber) legname (m)p. (forest) boscoc. (Golf) mazza di
legno;(Bowls)boccia2. adja. (made of woopdi legnaob. (living etc. in a wooddi bosco, silvestre.

In this example only one TGR includes more than one TE, that ietbad TGR ofvoodas

an adjective (2.b), which can be translated by etihéoscoor silvestre Note that a TE can
be a simple wordbpscqg or a phrasedi legng, and that each TGR is introduced by a gloss
illustrating the sense @foodwhich is being translated.

2.1 The Assign-procedure

Following the MWN model, our aim is to build, whenever possible, tiaynsets which are
synonymous (semantically correspondent) with the PWN syn§éitss Is not possible, then
we have found an English-to-Italian or an Italian-to-English lexical idicossy.

Italian synonymous synsets can be built following different gjrase The first strategy is
based on English-to-Italian TEs. For each PWN sy8sefe look for the Italian TEs which
are cross-linguistic synonyms of the English wordS.dfhe union of such TEs is the Italian
synonymous synset of S. If we cannot build any ltalian synonymowsetsior S, we have
found an English-to-Italian lexical idiosyncrasy.

The second strategy is based on ltalian-to-English TEs. Ebrsemse of an Italian word
I, we look for a PWN syns&including at least one English TE loAnd we establish a link
betweenl and S When the procedure has been applied to all Italian word sensegnwe
build the equivalence class of all sets of Italian words whiste teeen linked to the same
PWN synset. Each set in the equivalence class is thenl®fiaset synonymous with some
PWN synset. If, for a set of Italian synonyms there is no Rddnymous synset, then we
have found an Italian-to-English lexical idiosyncrasy.

The best alignment between Italian and Princeton WordNet can ikedgtde achieved by
using both strategies and trying to cross-validate their ref\dta matter of fact, so far we
only exploited the Italian-to-English strategy. The same holds foriAsset al. (1997).
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Finding links between Italian word senses and PWN synsets mmplex and time
consuming task, even if less complex and much quicker than buildirenIginsets from
scratch, organizing them in a semantic net, and putting them in pongence with PWN
synsets. For each lItalian word sense, the lexicographer needs topl its TEs in a bilingual
dictionary, find all the synsets containing such TEs, to look cayedtiiihe meaning of these
synsets (synonyms, glosses, semantic relations), and finaljed¢me which synset is
synonymous with the Italian word sense, if any. For certain wardesethe lexicographer
may need to consider tens of PWN synsets.

To help the lexicographer in her work we devised a procedure tkatssdbr each sense of
an Italian word, the PWN synsets which are most likely to hasengarable meaning, if
any. In the best case the procedure selects only the rigtidese, and the lexicographer
only needs to confirm the selection. In the worst case the pracduohas only wrong
candidates or it cannot find any candidate, and the lexicographep tdts all the work
manually. In the most common case the procedure finds a restdetedf candidates
including the right one, and the lexicographer needs to confirm thechgite and to reject
the wrong ones. In other words the algorithm helps the lexicographecus on the most
promising PWN synsets.

The Assign-procedure takes as input one of the senses of the-ttaliaglish section of
the Collins dictionary and gives as output a set of candidates,deachbed by the pair
<PWN synset, confidence scorewhere confidence scordCS) measures the degree of
confidence in the link between the lItalian word sense an®Wil synsetOnly candidates
with a CS greater than a certain threshold are proposed toitegi@pher. Choosing such a
threshold is a matter of balancing precision and recall. Theéegree threshold, the lower is
the probability that wrong candidates are proposed to the lexicogrémpdlerprecision), but
also the greater the possibility that the right choice is mdtided in the set of candidates
(low recall). See below for the actual evaluation of the algorithm.

For a certain word sense listed in the Italian-to-Engliskicthiary, the Assign-procedure
considers the group of English words which are proposed as TEs favdtdhtsense, and
finds all the synsets containing at least one such TE. Suchtsymestitute theset of
candidategCandSet) to be linked with the input Italian word sense. We carassptire first
step of the algorithm by saying that it computes the CandSet gafrtain Italian word
meaning. The rest of the algorithm consists of ordering timel&&t by calculating the CS of
each of its synsets.

The ordering of the CandSet is based on a number of linking rulek. rak; when
successfully applied to a candidate, raises its CS. Note thaaitie CScontributed by each
rule varies according to factors specific to the rule. Bsstde Collins dictionary, various
resources may be accessed by the linking rules, such asian ttednolingual dictionary,
Italian nomenclatures, and PWN itself. Also, the Italian glbasintroduces almost all TGRs
in the Collins dictionary plays a crucial role in determining the value of $1e C

We can group the linking rules into four main groups depending on iti@gbe on which
they are basedjeneric probabilityback translationgloss matchingandsynset intersection

A. Generic probability The generic probability rule is based on the assumption that only
one candidate in CandSet is the right target for the linking ofaliaritword sense. As a
consequence we can assume that the bigger the cardinality GatiiSet, the lower the
probability that each candidate is the right one. The cardinality of the Casej®ads on the
degree of ambiguity of the words which are proposed as TEs ofggbheword sense. If there
is only one synset in the CandSet, this means that all the fT#ae aput word sense are
monosemous. Thus it is highly probable that the only synset in the &asd§/nonymous
with the input word sense. Compare the monosemic criteria used by Atserid$ 22 4).
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B. Back translationThe back translation rule exploits the following principle. Suppose we
link a word sense to the correct target synset through a TEn@iit). Then it is probable
that at least some of the PWN synonyms of the linking-TE havieplé word as English-to-
Italian TE. Take for example the Italian word “puntura”. Whenrreteto insects, the Collins
gives sting as TE. Howevesting belongs to 4 synsets of PWN: {sting, stinging}, {pang,
sting}, {sting, bite, insect bite}, {bunco, bunco game, ...}. Only the third synset
synonymous with the Italian word. If we look at the synonymstiofyin the third synset we
find that the English-to-Italian section givesnturaas a (back) translation bfte. Summing
up, the back translation rule considers the PWN synonyms of some {ifEingnd
calculates a partial CS that is proportional to the number of symotiyat have the Italian
word as English-to-Italian TE.

C. Gloss matchingA set of linking rules exploits the information contained in thealtal
gloss that introduces almost all TGRs. The gloss may contsémantic field specification
(e.g. “sclerosisn (Med)sclerosi”, where Med means medicine), a synonym (e.gedson 1.

n a. (motive, causefjagione,..”), a hypernym (e.g.sble n (fish) sogliola”), or a specification
of the context of use (e.ghandle 1. n ... (of knifé manico, impugnaturapt door, drawey
maniglia;...”). This information can be used in different ways.

The information about the semantic field is exploited thanks tocaunes which has been
developed in parallel with MWN, the labelling of all PWN synseith a semantic field label
(see Magnini and Cavaglia’, 2000). If the Italian gloss contasen@antic field label, and if
this label matches the label attached to a synset in CandSethéheandidate gets a patrtial
CS. For instance the lab&llettr contained in €orrente n ... Elettr, di acqug current”
matches the labétlectricity attached to the synset {current, electric current}. Variations in
the form of the labels are handled via a correspondence table.

When the Italian glosses contain words or phrases, we try 4 etween them and the
words contained in PWN glosses. To do this, we extract the lemmas of the haliBnglish
words of the gloss, and we check whether one of the English wardsedhe TE of one of
the Italian words. The strength of the matching depends on thguatglof the translation.
The more polysemous the words the lower is the strength.

There are two extensions to this mechanism, based on the fagiogs#s often specify the
genus of the word they are defining, instead of a synonym. Tteektension tries a match
between an Italian word and the hypernym of its TE. The sec&uthanism tries a match
between an Italian word and an English word contained in the glossiygesanym of the
candidate synset. If the match between an Italian and Englishigvachieved through one
of the indirect mechanisms, the partial CS will be lower than in the direct case.

A variant of the previous rule resorts to a more fine-grainedysisabf the glosses. The
Collins dictionary specifies the context of use of a word bip¥ohg a restricted number of
patterns. For instance to specify the usage of a noun, the Collindig may use the
patternof+noun see for instancepiega n ... della pellg fold ...”, wheredella pellemeans
of the skin A similar strategy is sometimes used by the PWN gidee instance: “{fold,
plica} -- (a folded part (as a fold of skin or muscle))”. Thanksh® parallelism between
della pellein the Italian gloss andf skinin the WN gloss we can enforce the linking between
the Italian word sense and the PWN candidate.

This is done in fact by a specific linking rule, which execw#eshallow parsing of the
Collins and PWN glosses, isolategtnoun patterns and selects their nominal heads. To
match the two heads the same translation-based technique explairtbé previous
paragraphs is applied.
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D. Synset intersectiorhis rule exploits the fact that TGRs can include multiple, TEs
which of course are synonymous. If one of the TEs is ambiguousnugseahe other TEs to
disambiguate. In practice the rule takes the different setanofidates which are accessible
through the different TEs, and intersects them. The synsets whidh the intersection get a
partial CS. For instance, the Italian wagstiastro is translated in its metaphorical sense as
“pillar, mainstay”. The worgillar belongs to 5 PWN synsets, whereasnstaybelongs to 3
synsets. However there is only one synset that includes both af ‘#pailar, mainstay} — a
prominent supporter; ‘he is a pillar of the community”. This synset getstapCS from the
rule.

To assess the performance of the Assign-procedure, wedcautiean evaluation based on
the nouns listed under the letter D in the Italian-to-Englishicseof the Collins dictionary
(the letter has been chosen randomly). We took the number of TrGRésipart of the
dictionary as an estimation of the number of word senses for whicdgbethm should be
able to find some candidate synsets. We selected the candid#tea wonfidence score
higher than a fixed threshold, that is the candidates that wemnallgcproposed to the
lexicographers. The number of such candidates is 89% of the numberdo$enses listed in
the Collins dictionary. Then, after the candidates were confirmedejected by the
lexicographers, we calculated precision and recall of the caadidatected by the algorithm.
The precision amounts to 70%, calculated as ratio between the number of candidates
accepted by the lexicographers and the number of candidates progdbedalgorithm. The
recall amounts to 63%, calculated as ratio between the number of candzdpted by the
lexicographers and the number of word senses listed in the Collins dictionary.

2.2 The Lexical Gaps-procedure

The literature on contrastive analysis shows that, given a seundea target language,
various types of idiosyncrasies can occur at the lexical level. Howeversamky of them are
relevant to the information coded in MWN, which strictly follows BR&N building criteria.

In MWN, a synset of a languagéd containing lexical unitsv, ..., w, has a correspondent in
another languagek? if there are one or more lexical unitsli@ which are cross-language
synonyms ofwv,, ..., Wi. As a consequence, only two kinds of idiosyncrasies imply a fack o
cross-language correspondence in MWN (Bentivogli and Pianta, 2000):

* lexical gaps a language expresses through a lexical unit what the otheualgeg
expresses with a free combination of words (borroweniprende in prestifo(Hutchins
and Somers, 1992). Following the MWN building criteria only idioms asdricted
collocations are considered lexical units and thus can be synonymittusimple or
compound words. On the contrary, a free combination of words is notcallexit and
thus implies a missing synset for that language.

» denotation differenceshe TE of a source language exists but it is more geaeraore
specific. In the former case the TE is a sort of cross-litiguiypernym of the source
language word and in the latter case it is a cross-lingtiggonym (belld(small/electric
bell) campanellot+ (church bellcampanat (on catssonaglig.

During the construction of Italian WordNet we developed a proceduredéntifying
lexical gaps in a semi-automatic way. The procedure is basdbeodistinction between
idioms and restricted collocations on the one hand and free combinatiaregds (which
imply gaps) on the other hand. In practice, the boundaries betweens,diestricted
collocations and free combinations of words are not clear-cut. Howevenany cases a
distinction can be drawn by relying on knowledge contained in dictem#hat explicitly
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mark idioms and restricted collocations. Also, the three groups exdal#in structural
regularities that can be exploited to automatically distingthelm from each other with a
certain degree of confidence. For further details see Bentivogli et al.)(2000

The LG-procedure automatically classifies all TGRs of thdi@obilingual dictionary in
three main classes: lexical units, lexical gaps and TGRs that need toballsnehecked and
classified as lexical units or lexical gaps. The results are the falijowi

Lexical units (%) Lexical gaps (%) Manual check (%
English-to-Italian 88.4 1.0 10.6
Italian-to-English 92.1 0.9 7.0

Information about lexical gaps can be used in two ways, dependinghether we are
dealing with Italian-to-English gaps or vice versa. The ItaiaBEnglish gaps point to a set
of Italian synsets that need to be added manually in the ItalianWw&Nnow for sure and
from the beginning that such synsets cannot be built in corresporideatg English synset
and thus their construction cannot be based on the results of the Assigdipe. On the
other hand, information about English-to-Italian gaps point to PWN symgdth do not
have a correspondent in Italian and can be excluded a priori frora Hebscted by the
Assign-procedure.

It is worthwhile to note that the procedure is also significaminfa theoretical point of
view. In fact it provides as a further result an approximate datiné evaluation of lexical
gaps, showing that the English and Italian lexica are highlypacable and thus giving
strong empirical support to the MWN model.

3 The data model of MultiwordNet

The data model underlying the MWN database reflects the mairetlvabrassumptions of
the MWN model. The database is based on the idea that theresisob data which are
common to all languages, and other data which are specific forlaagpiage. We take for
granted that semantic relations (has-hypernym, has-part,serl) are common, whereas
lexical relations (has-synonym, derives from, etc.) are uage-specific. In the current
implementation, which contains only English and Italian data, tmeusgc relations of PWN
are contained in a module called COMMON-DB, whereas the levalzions for Italian and
English are contained in other two modules called ITALIAN-DB andGENSH-DB. In
other words the information about which words belong to which synsetsnisined in
language-DBs, whereas the information about the relations betyasets which hold for
all languages is contained in COMMON-DB. Another crucial @ietinformation, that is the
cross-language correspondence between synsets, is realizednfyths same synset
identifier in the different languages. All the synsets of diifié languages which have the
same identifier belong in fact to the samaeltisynset COMMON-DB describes the relations
between the multisynsets of MWN. Note that all semantic infaomavhich is language-
independent can be added to the COMMON-DB. This is in fact whaidesdone with the
semantic field information (see above, Sect. 2.1).

In the above description, we showed how the MWN data model reprekentsct that
different languages share a good deal of information at the concéptel However the
data model needs also to represent conceptual divergences beanwgeagkes (e.g. lexical
gaps). Moreover, even if we take the PWN semantic relatiotne dmsis for the COMMON-
DB, we want to be able to add new semantic relations or to moxiifying ones. The
possibility of modifying the PWN semantic relations and opresenting conceptual
idiosyncrasies in specific languages has been implementeesbsting to add-on modules
which overwrite (without physically changing) the original PWilata. The COMMON-DB
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in fact contains all the original PWN semantic relations plu€@VMON-ADD-ON
overwriting part of them. Also, each language-DB contains aukgerADD-ON specifying
the semantic relations which are idiosyncratic to that langlagel summarises the main
features of the MWN data model. The arrows represent the otiagmlations. Within the
COMMON-DB, PWN data are overwritten by the COMMON sena@iD-ON, whereas
the COMMON-DB is overwritten by the semantic ADD-ON of each languige-

LANGUAGE 1-DB LANGUAGE 2 - DB

L1 Lexical L2 Lexical

PWN Semantic

L1 Semantic ADD-ON

L}

Semantic ADD-ON

L2 Semantic ADD-ON

Figure 1:The MultiwordNet data model.

Lexical idiosyncrasies are the typical kind of information whelecoded in the language-
specific add-ons. If there is positive lexicographic evidenceatedrtain lexical concept is
missing in one language, a special empty-node label substitutegritveyms in the lexical
section of the language-DB. Then, two different strategies altewked to represent
denotation differences vs. lexical gaps (see Sect. 2.2). If theyarogde corresponds to a
denotation difference, one or marearest relationsink the empty node to one more general
or to many more specific synsets. If the empty node correspondsldgical gap, an
appropriate translating paraphrase (introduced by Ehkeeyword) is reported in the gloss of
the empty node. Theearestrelations are included in the language-specific add-ons.

Each language-DB contains also a module with lexicographic infanmatbout the
(possibly wrong) link between word senses and synsets. See theiriglisection for more
details on this.

The following table reports the data concerning the first verdidtalaan WordNet, which
contains the most frequent words in the Italian lexicon.

Nouns Verbs Adjectives Adverbs Total
Word senses 37,235 8,296 4,511 1,805 51,847
Words 26,463 4,414 4,220 1,417 36,514
Synsets 20,571 4,130 2,413 1,006 28,120

As regards relations, all common semantic relations are impétmted PWN and are
available as well as theearestrelations, i.e. the new semantic language-specific relations
that have been added in MWN to represent denotation differences. Oconltrary,
synonymy is the only lexical relation instantiated so far.

At the application level, procedures have been implemented for datateonsgi checking,
encrypting, and statistics reporting. The MWN data model has beplemented both
through a specialized database written in Lisp and as MySql tableklSRémplementation
is used to develop the resource and supports multi-user concurrent asdespdating,
whereas the MySql solution increases browsing efficiency. Bogibementations run under
both the UNIX and Windows environments.

4 The graphical interface
A graphical user interface has been designed to help the user in browsing ang pdgsill
MWN multisynsets. The graphical interface, implemented inTk¢lacts as a client of the
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central server and manages all MWN information. Two access moeleefined: theérowse
mode allows an end-user to access all information in the databasdudiery the
lexicographer cards, whereas #wit modegives access to all available data, and allows the
lexicographer to modify and add new data.

The interface (see Fig. 2) consists of three main areas: the sea¢h)atke synonym area
(2), and the relation area (3).

[ |Browser of MultiWordnet [l
File History  Options View .IJ Multisynset  History Help
v Multi WordNet ISynonym cards 1 Pos: m
I—l Lr Multisynset ID: (03255317 Go
3 h in Italian Wordnet v ]
earci in = ne | i ¥ |albero | | Domains: techanics E
MHoun | | Clear | # Sense: -
Synonyms:
The noun albero has 3 senses: rotating_shaft shaft A
1. albero — [ atall perenmial woody plant having » main trunk and br
2. alberino, albero —— asse ruotante atto a frasmetters il moto e la po iF
3. albero —— [ a vertical spar for supporting sails] Gloss:
i a revaolving rod that transmits 21
K I = power ar motion
Relations: Edit relation between: multisynsets | §ynsets(ltalian)|
Synonyms... [ § |
E'JF (1) hypernym albera albering A
b harra, sharra, asta —— asta di metallo o legno J
fl

E {3) hyponym
albero a camme —- [ has cams attached to it] Gloss:

I
D [ crankshaft] asse ruotante atto a trasmettere il 3
. t | t
B [ driveshaft ] IS 12 (et J
> mandrino —— [ any of various shafts that rotate or serve ¥
b albero di tfrasmissione —- [ transmits rotary maotion fram Comments:
B—F (1) part—of 4
[ rotating mechanism ] J
#l
I
| Search completed: found 3 synsets. I Database version: academic  User: cgirardi

Figure 2: The MultiwordNet interface.

In thesearch area1) theMultiwordNet  tabbed pane (ticked off in the figure) has the
same functionalities as the PWN interface, including the wlitit search by substring.
Moreover, unlike the PWN interface, the MWN interface requiresuser to select the
language of the word she is searching (identified be a Hilg near the input field). In
addition, when a synset is selected in the display field, it bexone¢ocusof the interface
and additional information about that synset is displayed in the atkas of the interface.
The example in Fig. 2 shows also that whenever an Italian glass &vailable for an Italian
synset, the English gloss of the corresponding PWN synset is didpilastead (in square
brackets).

The synonym ared2) contains information about the multisynset to which the focugesyns
belongs. This area is in turn split up in three zones. The lower orartiie synset of the
search language, i.e. synonyms, glosses, and comments. The zoidelleontains the same
information for another language (currently only English isilabke). The upper zone
displays the information common to all the synsets of the mulesynsamely the
identification number, the part of speech, and the semantic fledtsla The synset area also
allows access to lexicographic information. TBgnonyms... button on top of the lower
zone opens &ynonym window (see Fig. 3) in which all the lexicographic cards related
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the focus synset can be accessed. Each lexicographer card irartueesaluation about the
assignment of a word sense to a synset. The word sense magntied by reference to
either a bilingual dictionary or the DISC Italian monolingual idicary. Information about
register of use, examples of use, and comments can be added. Natedtdtcan also state
that a certain word senskould notbe assigned to a synset (seertheflag). This kind of
information is as relevant as the positive assignments for documenting leyicmgwork.

[« [synonym Window |
Close | Syhonyms
synonym |albero Pos: Moun
Status checked |
Eval yy SynsetiD: [032s5317  ~
— Dictionary
Bilingual |sansuni |
Sense 0 Synonyms [ B |
Translation group [tg3 E nn a]berl_:_di_trasmissione 5|
Gloss E yv alberino
El vy albero
(Mecc) |§
£
Disc 1=6
Usage | j
Exzamples
|§
£
Comments

AB: da web: "di ferro & anche I'alberino che trasmette la rotazione allo specchio”

=L

Figure 3: The synonym window.

In some cases, the lexicographer may want to access alrtiterelated to a certain word
(instead of a synset as in the example above), independently frasanbtes and the linked
synsets. To this extent a specific tabbed fay@onym cards is available in the search
area (see Fig. 4), as an alternative to kha@tiwordNet pane described above. By
specifying a word in the input field a list of candidate synsethown in the display field.
Note also that negative assignments are accessible. Fromstitdoee list the lexicographer
can focus on a specific candidate synset as in the previous case.

| Multi WordNet " Synonym cards |

Search in talian wordnet | [ |l [albero] |+ |

Import list of word | Show the synonyms not assigned

Results: 4 synonym cards for the word "albero”

1D Pos | Eval | Dictionary | Gloss

09396070 n vy [free —— atall perennial woody plant having a main
02970751 n vy [ mast —— avertical spar for supperting sails)
03308527 n nn [ shaft —— the wertical part of a colurnn)]

03255317 n  |yy |(Mecc) |[rotating shaft, shaft —— arevolving rod that trans

Figure 4: Thesynonym cardsabbed pane.

The third and last main area (3) of the MWN graphical interthsplays information about
thesemantic relationsf the focus synset. Whereas taltiwordNet  pane, following the



Proceedings of the™International WordNet Conference, January 21-2%)2, Mysore, India, pag. 293-302

PWN approach, shows information abaute semantic relation at a time, the relation area
shows information abouwtl the semantic relations of a synset.

Note that the interface gives access to the full MWN hiasar@he users can also see
relations from the focus synset to synsets which do not haveyaoyyns in the search
language. In this case, the keywded\P! is displayed in place of the synset. TBAP!
keyword is used both to describe lexical gaps and denotation differesemesSect. 2.2).
When aGAP! node corresponds to a denotation difference the interface willagispé
nearest relationgor that node. If th&AP! node corresponds to a lexical gap, the appropriate
translating paraphrase is displayed in the gloss. Semantimmsldahat are idiosyncratic to
the search language (such as the nearest relation) are marked byladittle f

5 Conclusions

In this paper we have discussed a model of an aligned multilingtedad® distinguished
from EuroWordNet. MultiwordNet stresses the usefulness of a slignment between
wordnets of different languages, while retaining the abiliy répresent true lexical
idiosyncrasies between languages. One of the biggest advantageMaftihéordNet model
is the possibility to use automatic procedures to speed up thedexhic work needed to
build the wordnet of a new language. The Princeton WordNet itselbeaised as a crucial
resource by these procedures.

A database model relying on MultiwordNet has been described, aldhga graphical
interface allowing users to browse and update the aligned datatadis®. WordNet is the
first instantiation of the MultiwordNet model. In its first viens, it contains around 28,000
synsets and 52,000 word meanings.
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